Proceedings of the 2003 IEEE

International Corference on Robotics & Automation

‘Faipei, Taiwan, September 14-19, 2003

Synthesize Stylistic Human Motion from
Examples

Atsushi Nakazawa , Shinichiro Nakaoka and Katsushi lkeuchi
Institute of Industrial Science, University of Tokyo
Japan Science and Technology Corporation
nakazawa@ cvliis.u-tokyo.ac.jp

Abstract=—-The human bedy motion synthesis is highly necessary
for humanoid robots’ motien planning and computer animations. In
this paper, new method for generating human-like natural motions
based on the motion database acquired by motion capture systems is
described. On the analysis step, the acquired motions are divided into
some motion segments, and then the characteristic poses and metions
are archived as *motion styles’. The motion style is a kind of the ho-
man skill, and it’s unique to the motions’ scenario, such as the differ-
ent kinds of dances. On the synthesis step, users direct the key poses
of human figures. The system generates the characteristic motions
according to the user’s directions and motion style database, The ex-
periment result shows that this method can synthesize the realistic
*stylized” motions with this framework.

Keywords— human motion, dance motions, motion style, motion
synthesis, humanoid robot

1. INTRODUCTION

Synthesizing realistic human motion is very necessary
for humanoid robot’s motion planning and computer ani-
mation. Compared to the industrial purposes, such appli-
cations highly need human-like reality for generated mo-
tions. Our group aims to develop the total techniques to
imitate stylistic human motions such as the dance motions
by humanoid robots, for the purpose of the digital human
moticn archive [1]. The overview of our project is shown in
figure 1. The human motion is acquired by the motion cap-
ture systems, then the motion analysis methods are applied
for the purpose of motion searching and editing. Finally,
original or synthesized motions are displayed by using hu-
manoid robots. Users can recognize the motion effectively
through the realistic display.

In this paper, we describe the motion synthesis method
that can generate realistic human motion based on the anal-
ysis of the captured human motions. On the motion analy-
sis step, the original motion sequence is divided into the
motion segments, and the fundamental motions are ex-
tracted through the motion analysis. According to the
results, characteristic poses and body movements are re-
trieved. These poses and movements are unique to the mo-
tions® scenario, such as the different kinds of dances, per-
sonality or other factors. On the synthesis step, the user
designs the motion by directing the end effector’s positions
of the key frames. The system generates the key poses and
the transition motion between them, finally new motion se-
quence can be generated.

0-7803-7736-2/03/$17.00 ©2003 |IEEE

The study for human motion synthesis has been done in
the robotics and computer animation fields; they are cate-
gorized in two types. The most basic researches are based
on finding the pose or transition by optimizing the partic-
ular evaluation values, such as jerk of joint angles [3], in-
tegration of the joint torque [2). They are mainly consid-
ering the arm movement and proposed models are evalu-
ated by the simulation result and the actual human motion.
For the whole body motion synthesis, Tak et. al proposed
the method by keeping whole body balancing [4]. Their
method uses the ZMP (Zero Moment Point) as the evalu-
ation value, which indicates if they can keep the dynamic
balance.

These methods are based on the finding optimal solution
of pre-defined evaluation values, but they have other prob-
lems that generated motion always draws a single path. In
reality, a human body motion has characteristics accord-
ing to scenarios. For example, a person performing dance
motions, the motion will not always follows the optimal
trajectory.

The solution for this problem is using some example mo-
tions of actual humans’. The new motion can be synthe-
sized by using them. Ijspeert et. al proposes the method
that the robot acquire its control command by self learning
method. The robot system learn its control by comparing
its movement and the actual human motion [5]. Bland et.al
has propose the idea of the “Style Machine™ [6}. In this
method, the same class motions with different style (such
as walking slowly, rapidly, etc.) has described by Hidden
Malkov Model(HMM), and the other stylistic motions can
be generated by the analysis result of this HMM. Lee et.al
proposed the model that the motions consists of the hierar-
chy [7]. The human body motion is described by the direc-
tion of body links, and they are also expressed by B-spline.
Because this B-spline is described by hierarchical knot vec-
tors, new motions can be synthesized by manipulating these
vectors.

All these methods can not design the particular desired
human poses and motions, but combine or deform slightly
existing motion segments. Our method aims to solve this
issue that enables the user to design the motion sequence
much directly. The user can direct the end effectors’ posi-
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tions of the key frames key positions, the resulting motion
are synthesized as its naturally being in the desired sce-
nario. Even if the user directed the same positions on the
key frames, the generated motions are different if the dif-
ferent database has used for the synthesis.

II. THE BASIC IDEA

We think that the human motion sequence 1s consisting
of some Kinds of the motion elements, namely primitive
motions. The primitive motions are defined on every body
portions (arms and legs), and the same primitive motions
appear more than a time on a motion sequence. There-
fore, the whole motion sequence is also the sequence of
the primitive motions:

HumanM otionSequence = PrimitiveM otion A

-+ PrimitiveMotionB + ...

Moreover, a primitive motion consists of a motion base and
a motion style:

PrimitiveMotion = MotionBase @& MotionStyle

The motion base is calculated mathematically from the
border conditions of the motion segments (start and end
poses). The motion style is the displacement between the
real human motion and the motion base. Accordingly, the
original motions are recovered from the key poses and the
motion styles. On the analysis stage, these key poses and
motion styles are stored into the motion database.

On the synthesis step, users design the human motion by
directing end-effectors positions of the human figure. The
two border conditions - the first and last key poses of hu-
man figure - are obtained from the key pose database, and
then the motion base is calculated. Finally, the system re-
trieves the most suitable motion style and applies it to the
motion base, which is calcuiated by the key poses. Because

/ shoulder : 2DOF

-~ elbow : 2DOF

waist : 2DOF -~

\body-shoulder 1 2DOF
thigh : 2DOF

™~ knee: 2DOF

Fig. 2. The human body model.

the motion styles are unique to the kinds of the original hu-
man motions, the generated motions are different between
the used motion styles. And they also keep the features of
the original human motions.

I1I. MOTION ANALYSIS

We used 15 measurement points for whole bedy rep-
resentation: hands (L,R), elbows (L,R), shoulders (L,R),
head, hip, body center, waists (L,R), thighs (L.R) and feet
(L,R), and 18 DOF for the whole body: waist to body
(2DOF), body to the shoulders (ZDOF x 2), shoulders to
elbows (ZDOF x 2), elbows to hands (2DOF x 2), waist to
thighs (2DOF x 2), thighs to knees (2DOF x 2) and knees
to feet (2DOF x 2) (Figure 2). On the motion analysis, the
motion sequence is segmented and primitive motions are
detected, then the key poses and motion styles are retrieved
and stered as the motion database.

A. Segmentation

The aim of the motion segmentation is to find the start
and stop frame of the end effectors’ movements. On the top
of the analysis, we define the body center coordinate sys-
tem at each motion frames, This coordinate has the waist
direction as the X-axis and the perpendicular direction as
the Z-axis. The four end effector’s positions (hands and
feet) are mapped onto these coordinate systems, and their
velocities are calculated.

The segmentation is done by detecting the local mini-
mum of the velocity. To prevent the over segmentation, the
gaussian filter has applied beforehand and these terms are
checked for each segments,

1. The velocity of the segmented frames ts less than the

threshold.

2. The amplitude of the velocity inside of the segment is

larger than the threshold,

The poses on the segmented frames are registered into
the database as the key poses.

B. Detecting Primitive Motions

For detective primitive motion of the motion sequences,
the correlations between the motion segments are evalu-
ated by comparing the end effectors’ trajectory. We use
the DP matching distance for this purpose. Assume that
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the end effectors positions in the motion segment 2, n are
described as Vi, = {vmy,vma,...,vmim|lvm; € R3),
V, = {vn1,vng, .., vnip|un; € R}, then the distance
between these segments D(m,n) can be caleulated with
following :

D{m,n) = S(Vy, Vi)
S(k,l) = dpy + min(Sg1-1, Sk—1,1-1, Sk—1,)

di‘j = |vm1' - vnj|

After the correlations between all combinations of the
segments are calculated, they are clustered by using the
nearest neighbor algorithin. As the result, the segments in
which the end effectors pass the similar trajectory are in the
same cluster. Finally, the segments in the same clusters are
equalized and registered as the primitive motions. More-
over, we can easily recognize the motion sequence is the
repetition of the primitive motions, and also having some
kinds of structures (see figure 4).

C. Extracting the motion base and the motion style

The motion bases and the motion styles are extracted
from primitive motions. The motion base can be gen-
erated by interpolating the body links at two segment
frames (the start and end frames). The human body link
n on the motion primitive m is described as X 5 (tm} =
{wm,n(tm):pm,n(tm)lmm.n € stpm,n € R3;1 i <
T}, where o, pn, Im are the connected position to the
parent body link, the direction of the link and the number
of frames in the segment i, respectively. The basic mo-
tion is obtained by simply linear interpolation of the border
conditions:

tm

tm
Xbpnltm) = {(1 - ﬁ)mm,n(o) + T Tinn{Tm),
e tm
{1- ﬁ)pm,n(o) + ﬁpm,n(Tm)

|$m,n S R3apm,n € RS, 1 Lt < Tm}

For extracting the motion style, we use the new coordi-
nate system s, (t) which is set up on each body links (fig-
ure 3). On this coordinate systems, &, »(t) is the origin,
Prn,n(0) is the x-coordinate and (pm n(Tm) — Pma{0)) X
P, (0) is the z-coordinate.

Accordingly, the movement of each body link is de-
scribed by two parameters, z-axis rotation rz{f) and y-axis
rotation ry(t). The motion base {rzl,  (£),ryb, ()} is
defined as linear z-axis rotation:

(2 (8,73, (1)) = (e 0)
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Fig. 3. The coordinate systems of the human body link and definition of
the motion style parameters.

The motion style parameters (U, (£}, 81im,n(£}} is the
displacement between the actual motion and the motion
base,

som,n(t) - sz,n(t) - ngl,n(t)

Slm,n(t) = f'ym,n(t)

Due to the definition of the coordinate system Rsy(t),
the border conditions of the parameters are zero. These mo-
tion style parameters means that the 50 is the fluctuations
of the motion and the 51 indicates the distortion from the
moticn base. The motion base is calculated mathematically
from the border conditions, the resulting motion seems to
be artificial and mechanical. By applying the motion styles
onto the motion base, the result becomes similar to the hu-
man motion, because these parameters describe the distor-
tion and fluctuation of the human motion. We also thinks
the motion styles are characteristic between the scenario of
the original motions. This means the motion style is a kind
of the human skill.

IV. MOTION SYNTHESIS

With the acquired poses and motion style parameter
database, new stylized motions can be synthesized. The
user indicates the end effectors’ positions and the durations
of the motion segments. According to these values, the sys-
tem can synthesize new motion by using the database.

A. Synthesize Key Poses

At the beginning, the first and the end poses of the mo-
tion segment is determined. The user indicates the end ef-
fectors’ positions of each frame in body center coordinate.
The system searches the pose that has the nearest end ef-
fector’s position from the database. If some candidates are
found, the user can design the desired poses by blending



them. The result is used for the initial value for synthesiz-
ing poses. To "fi’ the initial pose to the user’s desired one,
Jacobian based inverse kinematics solver is employed.

The initial joint angles 8 € RY are given by the found
pose, and the desired joint angles fgeaignes € R¥ can be
acquired by following algorithm (N is the number of DOF
of the portions):

=6,

x = ForwardKinematics( € )

while( | X - Xyesigned | > thresh )
L']VV — W—lJT(Jw—lJT)?l
f= JW’ (xdt.:s-igned - X)

f=0+a-0
x = ForwardKinematics( & }
end

Bdesigned =0

Where Zgeoigneq is the user designed position, J is the
Jacobian mairix of the target body portion and « is the
constant (0.0[ - 0.1). Because this algorithm minimize
the equation 67 W4, the matrix W is the diagonal matrix
which indicate the weight of each joints, For the arm move-
ment, we used smaller value for body-to-shoulder joints
than other ones because of the observation of the motion.
Using this algorithm, each portions’ start and end poses of
the motion segments can be obtained. Because we uses
the pose database of original motion sequence as the ini-
tial poses, the resulting ones keep the characteristics of the
original motion sequence.

B. Synthesize the Transition

We developed two-step approach for synthesizing tran-
sition motion. First, the motion base is calculated from
the border conditions, After that, the the appropriate mo-
tion style is retrieved from the motion database and applied.
The resulting motion has human-like reality due to the mo-
tion style.

The motion base is synthesized by using the algorithm
described in the last section and the border conditions ob-
tained by the key pose synthesis. Assume that the user de-
signed the motion segment that the end effector is moving
from {0} to ©(T,,,) in the body center coordinate. And
the stored transition motion in the motion database is the
path from y(0) to y(77.;)’, the distance between them are
obtained by :

N - .
d= 31 = 5)2(0) + a(Tuy)}
=1

(1= 200 + S u(T)

According to the nearest motion primitive, the metion
style is retrieved and applied the synthesized metion base.

The final synthesized result of the body link n is acquired
by following:

51"z Tref

Tsty) : Rz(ﬂ(:;)t)

T,
-Ry(sQ{TT—:f)t) {00 1}"
sty

Tary(t) = RsRal

Where OR,, R, and R, are the 4x4 homogeneous matrix
from local coordinate R, to world coordinate, rotation ma-
trix around z-axis and y-axis, I, is the length of the link and
&r; is the displacement angle along z-axiz between the first
and end frames. This algorithm is based on the idea that the
body movement that draws the similar end effector’s path
would have the similar motion styles. In this case, we do
not consider the actual transition path of the end effectors,
because we would like to synthesize the motion’s charac-
teristics only from the border conditions.

V. EXPERIMENTS

We have captured three kinds of Japanese fork dances
at 60Hz frequency as the motion database. The length of
these ones are 1500(harukoma), 1517(nishi-monai-ondo)
and 4500 frames(soran-bushi), totally 7517 frames. Figure
4 and table T show the detection results of the motion seg-
ments and primitive motions of these motions. We can rec-
ognize the number of the primitive motions is about 10%
10 50% of the number of the original motion segments. Es-
pecially in Harukoma dance motion, all hands motions are
described about 1/10 numbers of primitives.

Name Segment  Primitive  Ratio

Soran-Bushi(left hand) 140 58 41.4%
Soran-Bushi(right hand} 150 61 40.7%
Soran-Bushi(left foot) 153 26 17.0%
Soran-Bushi(right foot) 153 30 19.6%
Harukomaleft hand) 86 9 10.4%
Harukoma(right hand) 89 8 9.0 %
Harukoma(left foot) 57 8 14.0%
Harukoma(right foot) 50 8 16.0%
Nishi-Monai-Ondo(left hand) 46 21 45.7%
Nishi-Monai-Ondo(right hand) 43 22 48.9%
Nishi-Monai-Ondo(left foot} 39 7 17.9%
Nishi-Monai-Ondo(right foor) 41 7 17.1%

TABLE L

THE ANALYSIS RESULT OF THE THREE DANCE MOTIONS (ON THE
LEFT HAND MOVEMENT),

Figure 6 shows the key pose frames segmented by the
left hand’s velocity. As we can see, each poses has the char-
acteristic body shape if the end effector is located at near
positions. Figure 5 is the synthesized result by using these
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Fig. 4. The result of the segmentation and detection of primitive motions on Soran-Bushi motion sequence. The number of each segments indicate the ID
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Fig. 5. The synthesized poses with different databases. Left: The
end effecor position that user directed, Left Center, Right Center, Right:
The synthesized result with the poses of Harukoma, Nishi-Monai, Soran-
Bushi.

different three key pose databases. Although the same po-
sitions are directed for end effectors, the synthesized poses
are different between them.

Figure 7 to figure 9 show the synthesis result of the styl-
ized motion. These results are base on the synthesis re-
sult of the poses in the last experiment. We can recognize
the difference between the motion base and stylized mo-
tions in the arm movement. Because the motion base is
the linear interpolation of the border conditions, the result-
ing motions are always short-cut paths between them. And
the transition angle speeds are constant, they seems to be
a kind of mechanical motion. On the other hand, the styl-
ized motions not only draw the shortest path between the
start and end frames. For example, the stylized motion ac-
cording to the Harukoma dance database, the left hand mo-
tion is far longer way compared to the motion base, and
velocity of the right hand motion are very different. We
can see the similar characteristics in other stylized dance
motions and proposed stylized parameter can actually syn-
thesize the feature of the characteristic poses and transition
features.

VI, CONCLUSION

In this paper, we proposed the motion synthesis method
that can generate realistic human motion according to the
motion capture databases. This method is based on the idea
that the human motion is consisting of the characteristic
poses, motion base and the motion style. For synthesiz-
ing poses, original human motions are segmented to de-
tect the stop motion frames. After the motion base has
generated mathematically from the border conditions (syn-
thesized start and end poses), the motion style is applied.
The motion style can be obtained from the motion database
according to the desired transition path. We can confirm
this motion style has large effect for increasing the human-
like reality through the experiment results. Moreover, the
synthesized results are different according to the motion
database, even if the user directs the same information for
the synthesis, This feature can be useful for computer an-
imation and imitating human skill by the robots. Now we
can generate the motion which the user designed their end
effectors positions under the constraint that all of the body
portions have the stop frame at the same time. But in re-
ality, this constraint cannot be always appropriate. For this
issue, we are now trying to detect the relation between the
stop frame of each portion, and use for the designing.
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Fig. 6. The key poses of the three kinds of dances (segmented according to the left hand’s movement).

Fig. 9. The synthesized results with Soran-Bushi motion database. Upper: Motion Base, Lower: Motion Base + Motion Style.
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